**Related Works**

Prevalence and Harmfulness of Code Clones

There are numerous ongoing and completed studies that illustrate the effect of code clones. According to Baxter et al[1], about 5-10% of large-scale computer programs are clones. Baxter et al. also confirmed this by applying their own clone detection technique - to be discussed in the subsequent sections – to an existing large C production software system. They confirmed the average clone percentage of 12.7% for their subject subsystems. Along with that result, the researchers suggested direct relationship between code clones and maintenance costs. So, if 12.7% of the code clones were found, then maintenance costs can be saved about 12%, assuming even distribution of maintenance cost across source.

Juergens et al.[2] presented how do inconsistent code clones affect software quality, by answering their research question “can inconsistent clones be indicators for faults in real systems?” The researchers analyzed 4 commercial projects and 1 open sources project. As a result, they found 3-23% of the inconsistent clones being actual faults. To this research question, they concluded that inconsistent code clones had statistically more faults than the average code, thus “inconsistencies can be indicators for faults in real systems.”

On the contrary, Rahman et al.[3] argued the above position. They chose 4 open source C projects as their subjects and studied the possible relationship between bugs and code clones. To cut to the point, they could not confirm any strong relationship between bugs and code clones from the data given. Contrary to Juergens’ argument they denied the correlation between inconsistent code clones and faultiness. “clones don’t really small that bad!”

However, the subject projects for above two studies differ greatly in the development language, domain and availability. While the first research focused more on object-oriented languages, such as java and C#, the latter studied only C, which is a sequential language. Since object-oriented languages tend to suffer more from inevitable code clones [4], their discrepancy could be explained by this fact. Also, Juergens incorporated some commercial product into their studies. Perhaps, commercial products – maybe because of the reason inherent from the difference in the development workflow – are more susceptible to code clones.

Code Clone Detection Techniques

This section could be same as the corresponding section from introduction

Problem Solving with Machine Learning

In effort to (even more) automatize knowledge engineering process, machine learning became a promising solution for various fields. According to Langley[5], machine learning actually being used in industries, such as motor pump diagnosis, automatic celestial image classification, etc. The common characteristics of these solutions were that the problem was in known domain (specific task), and that machine learning outperformed the previous solutions. These practical applications made it seem possible to apply machine learning in classifying bugs – and hopefully we can expect some improvement from previous solutions.

Yet, machine learning still has limitation: deprecated learning quality under incomplete information. In order to train the machine better, we need more information that represents the knowledge domain well. Especially, examples from minority class are hard to obtain. Here minority class means a set of data whose occurrence is very rare. Khoshgoftaar et al[6] carried out an empirical study to find out the ideal class distribution in such case. In their conclusion, they noted that 2:1 (majority:minority) showed the best learning quality. Assuming that buggy instances are rarer than the benign one, we could have applied this rule of thumb. In the future, perhaps we can improve the accuracy and recall rate using this principle.
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